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Introduction.

The purpose of this document is to describe the software timing distribution in the context of the Middleware CMW project. We profit from this opportunity to describe the full system, which has become fairly complex and multi-purpose. The original system was introduced in 1992 and was originally limited to deliver timing events to C programs. More distribution programs have been added since so that is important to understand which programs have to run so that the distribution chain works correctly. This document shall help in understanding and administration of the system.  

Principles of software timing distribution

The real-time control of accelerators at CERN is based on the General Machine Timing system (GMT). The GMT distributes synchronisation events on a dedicated network for PS, SPS and LEP control systems. The events are generated in a central place and can be received in Front-Ends with timing receiver cards (TG8 or TG3). The GMT is carrying, beside the synchronisation events, general time events, which allow synchronise the receiver cards with the accurate time. The accurate time is obtained at the source with GPS and all the receiver card have the same time to within 0.5 us precision and with a 1 ms resolution.

In addition to the distribution on the timing network, which requires a special receiver card, a restricted list of SPS timing events is also distributed on the IP network and can be received as UDP packet anywhere at CERN. This distribution is a mixture of broadcasts and multicasts and is used in operation in SL since 1993.

Originally the timing events were delivered to C programs via the timsyncd daemon which is receiving timing events from the network, as previously described and then delivers them to the programs. The principle of this distribution, called Software Synchronisation Mechanism (SSM), is described in a separate document.

Basic distribution

The timing events are obtained from the Tg8 card by the program called timev. The list of events, which have to be distributed, is read from the configuration file timev.conf. The list of hosts for the distribution is specified at the command line. The events are first distributed to repeaters timev_rep which then broadcast events on their respective network. The distribution consists of the event code, supercycle number, supercycle length, seconds and milliseconds time of the event (UTC) and the name of the event. The exact format is defined in timev.h.

Need for an additional multicast level

There are limits for both the broadcast principle and to the user-level multicast. Broadcast can be a cause for network performance degradation as every computer on the network has to deal with it, even if there is no recipient for the message. For this reason broadcast is limited on the general CERN network and can only be used on the dedicated PCR and SPS networks. For this reason we distribute timing events separately to computers which are on the general CERN network based on a list of hosts. The same distribution is used to serve Java programs, which cannot use SSM. To avoid the limitation of one receiver per host, the port number can also be specified in the configuration file of this distribution. This functionality is assured by the program timev_multi.
For the time being this system is sufficient as there are not too many clients of this multicast. In case of a massive utilisation we would need more multicasters as the last client in the list may be significantly delayed.

Ultimately the IP-level multicast would be a better solution as it combines the advantages of broadcast and multicast. IP-level multicast however must be supported on the IP router level, which is not necessarily the case now. This possibility would have to be explored if the number of clients would grow further.

Distribution via the JMS

The software timing distribution is a home-grown system. Recently, the Controls Middleware project introduced a publish/subscribe system, which implements the JMS standard. Clients interested in timing events can now subscribe to the JMS server, which should cover at least all Java clients.

There is no limitation in number of events as it is in the broadcast system since only the events, which are interesting for a client, will actually be sent. We distribute these events via a separate program, timev_cmw since the list of timing events (timev_cmw.conf) is not the same as for the original distribution. The CMW agent, which feeds the SonicMQ server with events is written in Java and runs on the CMW server host.

Use of events for the Universal Spill Identification

It has been requested by the experiments, notably by GIF, that every “spill” in the SPS is uniquely identified. Originally it was proposed to use distributed set of counters, incremented every cycle. This was rejected as it required dedicated hardware installation and the synchronisation of such a system is difficult to be assured. Instead it was proposed to distribute time stamp with millisecond precision along with every timing event. The timestamp is obtained from the Tg8 card.

One particular event, “Warning Injection”, was chosen to be distributed. The list of host/port destination pairs is initialised from the configuration file timev_exp.conf. The distribution is assured by the program timev_exp.

Summary of distribution

The various components of the timing distribution are shown in the following drawing. The distributing software is very simple and repeats the same principle several times. The number of distributing programs is necessary because of the different requirements and the broadcast constrains.
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